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Abstract
This chapter addresses not the internal nature of the field of Cognitive Linguistics but rather its relationship to another domain, Artificial Intelligence. One important vein in AI research on metaphor is to use ideas drawn from or similar to the notion of conceptual metaphor in Cognitive Linguistics, although another important vein has been to seek to account for (some) metaphor understanding from scratch without any prior knowledge of particular mappings. AI can contribute to Cognitive Linguistics by attempting to construct computationally detailed models of structures and process drawn from or similar to those proposed more abstractly in Cognitive Linguistics. The computational model construction can confirm the viability of a proposal but can also reveal new problems and issues, or put existing ones into sharper relief.  A case in point is the problem of the nature of domains and consequent problems in conceptions of the nature of metaphor and metonymy.  In the author’s approach to metaphor, which is briefly sketched, mappings between domains are replaced by mappings between metaphorical pretence and reality.
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1. Introduction
In this chapter I do not try to describe the geography of Cognitive Linguistics (henceforth CL) as a whole or of some internal region of it, but rather to suggest the shape of the boundary between it and one other discipline, namely Artificial Intelligence.  I do this partly by discussing how my own work on figurative language has drawn from CL and in turn offers potential contributions to the development of CL. I also briefly survey some other work in AI on figurative language and comment on some of the relationships to CL. The chapter deals primarily with metaphor, with some mention of metonymy, and does not attempt to address other forms of figurative language. A more detailed discussion of various AI projects on metaphor​​​​–and of how AI can contribute to the study of metaphor as part of its contribution to the study of cognition in general–can be found in Barnden (in press, a).

My own general impression of how AI researchers regard utterance generation and understanding by humans is that it is tightly bound up with the rest of human cognition–the crucial tenet of CL (in my understanding of that discipline). This doesn’t mean that any one sub-thesis, such as that syntactic form is determined fundamentally by cognitive structures/functions, let alone that any particular detailed technical proposal about an aspect of language, would necessarily be believed by a given type of AI researcher.  But it does mean that to the extent that AI researchers concern themselves with the principles underlying human language use they would (I would estimate) tend to find CL relatively congenial, compared to other forms of linguistics. Also, there is a common interest between CL and many areas of AI in deep cognitive representational structures and processing mechanisms, as opposed to just the description and manipulation of surface phenomena.

In considering these matters we meet the important question of what the aims of AI are. AI has at least three distinguishable–though related and mutually combinable–aims. In describing the aims I will use the deliberately vague and inclusive term “computational things” to mean computational principles, computationally-detailed theories, or–but by no means necessarily– running computational systems. The possible abstractness if not abstruseness of a “computational thing” here is fundamental to understanding the nature of AI, and in fact Computer Science in general, and is often not understood (even within the field!). “Computational” is itself a difficult term but will mean here something to do with processing information to create new or differently formed information, using in turn “information ” in the broadest possible sense.  “Computation” cheerfully embraces both traditional forms of symbol processing and such things as connectionist, neural and molecular processing, and allows for webs of processing that fundamentally include processes in the surrounding world as well as within the organism itself.  Well then, to the aims of AI.

First there is an “Engineering” aim, concerned with devising computational things in pursuit of the production of useful artefacts that are arguably intelligent in some pragmatically useful sense of that term, without necessarily having any structural/processual similarity to biological minds/brains.  Then there is a “Psychological” aim, concerned with devising computational things that provide a basis for possible testable accounts of cognition in biological minds/brains. Finally, there is a “General/Philosophical” aim, concerned with devising computational things that serve as or suggest possible accounts of cognition in general–whether it be in human-made artefacts, in naturally-occurring organisms, or in cognizing organisms yet to be discovered–and/or that illuminate philosophical issues such as the nature of mind, language and society.  It would be respectable to try to split the third aim into a General Cognition aim and a Philosophical aim, but the question of whether there is any useful general sense of the word “cognition” going beyond the collection of known forms of biological cognition is itself a deep philosophical issue.

On top of this multiplicity of aims, the word “intelligence” is usually taken very broadly in AI, to cover not only pure rational thought but also almost anything that could come under the heading of “cognition,” “perception,” “learning,” “language use,” “emotion,” “consciousness” and so forth.  Thus, the name “artificial intelligence” has always been somewhat of a nom de plume, with both words in the name each acting merely impressionistically.

I said the aims are interrelated and combinable.  Indeed, they are often inextricably combined in a given piece of research.  An individual researcher may by him or herself have more than one of the aims (without necessarily making this clear), and in any case developments by different researchers in pursuit of different aims can happen to bolster each other.

Now, even an Engineering-AI artefact may need to understand language as produced by people, whether the discourse is directed at the artefact itself or at other people, and may need to generate utterances for human consumption. So, even the pursuit Engineering AI, when language-using, may derive benefit from models of how people use language, and how language is connected to the rest of cognition, and therefore derive benefit from advances in CL. This is partly from the completely general point, not peculiar to language processing, that the structures and algorithms used in an Engineering-AI system can be borrowed from Psychology and from Psychological AI, even though the researcher concerned is not aiming at constructing a psychologically realistic model. But it is also partly from the additional point that in order for a person or AI system (a) to understand people’s utterances or (b) to address utterances at people, it may be useful to understand something about what what underlies those people’s (a) creation of utterances or (b) understanding of utterances, respectively. So, an AI system may need to be a (folk) psychologist to roughly the extent that people need to be, even if the AI system is computationally very different from a person.

To be sure, there is currently a strong fashion in the natural language processing arena in Engineering AI to seek to process language using statistical or related techniques that do not rest on considerations of the principles underlying human language, on any attempt to reason about how human speakers’ or hearers understand process language, or even on any derivation of meanings of utterances. Such approaches, which I will call “human-free” here for ease of reference, have met with considerable practical success, and incidentally raise intersting issues for Psychological and General/Philosophical AI. Nevertheless that still leaves a good body of work in AI, whether with the Engineering aim or another aim, that does concern itself with the principles of language, human cognition behind language, and meaning of language.

It should also be realized that a researcher pursuing a human-free approach for a particular purpose does not necessarily make strong claims that the approach can achieve more than a certain, adequate-for-purpose level of success, and may agree that for different purposes–whether of the Engineering, Psychological or General/Philosophical types–the approach would be inadequate, and may therefore in regard to those other purposes be prepared to be friendly to insights from fields such as CL and Psychology.

Given these introductory comments, we will now move to looking briefly at AI research on metaphor (and to some extent metonymy) in general, in relation to CL concerns. After that we will consider the particular case of the “ATT-Meta” approach and system for metaphor processing developed in my own project, as a particular case study of CL-influenced work in AI. Then we will briefly look at a few potential issues or challenges that that work raises in relation to CL, notably with regard to the distinction between metaphor and metonymy.

2. Metaphor and metonymy in AI, and connections to CL

Metaphor has long been an interest within AI. Salient amongst the earliest work is that of Carbonell (1980, 1982), Russell (1976), Weiner (1984), Wilks (1978) and Winston (1979). Other more recent work includes Asher and Lascarides (1995), Fass (1997), Hobbs (1990, 1992), Indurkhya (1991, 1992), Lytinen, Burridge, and Kirtner (1992), Martin (1990), Narayanan (1997, 1999), Norvig (1989), Veale and Keane (1992), Veale (1998), Way (1991) and Weber (1989), and the work on my own project (cited below), all of which address the problem of understanding metaphorical utterances.  There has also been statistical work on uncovering metaphoricity in corpora (e.g. Mason 2004). As for metonymy, research includes that of Fass (1997), Hobbs (1990, 1992) and Lytinen, Burridge, and Kirtner (1992) again, and also Lapata and Lascarides (2003), Markert and Hahn (2002), Markert and Nissim (2003) and Stallard (1987, 1993). Also, much work on polysemy involves metonymy at least implicitly given that often polysemy is driven relatively straightforwardly by metonymic connections (see, for example, Fass, 1997, on the work of Pustejovsky – see, e.g., Pustejovsky 1995). See Fass (1997), Martin (1996) and Russell (1986) for more comprehensive reviews of work on figurative language in AI. Also, see Barnden (in press, a) for more extensive description than is possible here of the work of Wilks, Fass, Martin, Hobbs, Veale and Narayanan, and see Barnden (in press, b) for additional comments on Wilks’s work.

In spite of this long history in AI, metaphor has only ever been a minority interest in the field, and to some extent this is true of metonymy as well. The minority status of metaphor in AI
 is no doubt for complex historical reasons. The message from CL and elsewhere that metaphor is fundamental to and prevalent in ordinary language has not had the effect on AI it should have had, despite the point being perfectly evident even in the earliest AI work mentioned above, and being explicitly plugged by, for instance, Carbonell.  It is also surprising in view of the international prominence within AI of such figures as Carbonell, Hobbs and Wilks. There has remained some tendency, despite the evidence, to view metaphor as an outlying, postponable phenomenon, but perhaps more importantly the field has happened to concentrate on other particular problems of language such as anaphor resolution and ordinary word-sense disambiguation
 (ordinary in the sense of not paying explicit attention to the role of metaphor or metonymy in polysemy). The field, perhaps through familiarity more than rational evaluation, has tended to regard such problems as intrinsically easier and more tractable than those of metaphor and metonymy.

However, metaphor is becoming an increasingly looming obstacle for (even) Engineering AI, as attempts are made to bring better automated human-language processing into commercial products, to develop ever more advanced computer interfaces and virtual reality systems, to develop automated understanding and production of emotional expression given that this is often conveyed explicitly or implicitly by metaphor
 (Delfino and Manea 2005; Emanatian 1995; Fainsilber and Ortony 1987; Fussell and Moss 1998; Kövecses 2000; Thomas 1969; Yu 1995), and also to develop systems that can understand or produce gesture and sign language, given that these forms of communication have strong metaphorical aspects (McNeil 1992; P. Wilcox 2004; S. Wilcox 2004; Woll 1985). It is to be hoped that the continued “humanization” of Computer Science via the development of more human-sensitive interfaces will see a greater attention to matters such as metaphor. Metaphor has actually long been an important issue in HCI (human-computer interaction) systems, cf. the now-prevalent “desktop metaphor.” However, there has been division of opinion about the wisdom or otherwise of consciously including metaphorical considerations in interface design, and concern about the possibly misleading qualities of metaphor (for a discussion see Blackwell, in press).

As for links to CL, much of the AI work mentioned above on metaphor has explicitly drawn upon the idea that a language user knows a set of commonly used conceptual metaphors.  For example, Russell (1986) addresses conceptual metaphors concerning mind such as CONCEPT AS OBJECT, and Martin’s system is based on having a knowledge base of conceptual metaphors (Martin’s work he has mainly considered conceptual metaphors such as PROCESS AS CONTAINER that are relevant to understanding and generating metaphorical language about computer processes and systems). Narayanan’s work (1997, 1999) is closely based on Lakoff’s conceptual metaphor theory
, and in its application to the domain of economics has been based on knowledge of conceptual metaphors such as ACTING IS MOVING, OBSTACLES ARE DIFFICULTIES, and FAILING IS FALLING. My own work, described below, is loosely inspired by conceptual metaphor theory and rests on an understander knowing mappings that are reminiscent of those forming conceptual metaphors; more precisely, they are reminiscent of the primary metaphor mappings
 of Grady (1997). One arm of Hobbs’ approach to metaphor also makes use of known mappings that are tantamount to conceptual metaphor maps.

On the other hand, the work of Wilks, Fass and Veale has dealt with the question of finding metaphorical mappings from scratch, rather than enaging in language understanding on the basis of known metaphorical mappings (and Fass’s account is descended from Wilks’s, while also adding a treatment of metonymy). Such work is therefore a useful foil to the work of Hobbs, Martin, etc., and to my own work.  Nevertheless, to my knowledge there is nothing in the approaches of Wilks, etc.  that is not in principle combinable with Hobbs, etc. There is surely room both for knowing some mappings in advance of understanding a sentence and for working out new mappings while understanding the sentence, and in different ways Hobbs, Martin and Veale address both matters.  My own view, based partly on the analysis of poetic metaphor in Lakoff & Turner (1989), is that entirely novel metaphor–metaphor that rests entirely or even mainly on not-yet-known mappings
–is quite rare in real discourse, so that map-discovery from scratch is best thought of ultimately as providing “top-ups” to approaches that rest more on known mappings.

It should also be mentioned that, while Martin’s new-mapping discovery is with the intent of extending already known conceptual metaphors, the new-mapping discovery in Wilks, Fass and Hobbs is not with the intent of extending or creating conceptual metaphors of long-term significance, but rather with creating some metaphorical maps that happen to work for the current utterance but that do not necessarily have systematic significance for other utterances and would thus not necessarily qualify as being (parts of) conceptual metaphors.

Work on metonymy in AI is often akin to accounts of metonymy in CL that rest on known, common metonymic patterns such as ARTIST FOR ART PRODUCT, to take an instance from Fass’s case.  Fass’s work is interesting also in combining a treatment of metaphor and a treatment of metonymy, and allowing for sentence interpretations that chain together a metaphor mapping with one or more metonymic steps.  From the CL point of view there is perhaps a disparity between the metaphor account in resting not at all on known metaphorical mappings and the metonymy account in resting entirely on known metonymic patterns. The reader’s attention is also drawn to the Metallel system of Iverson and Helmreich (1992), which compared to Fass’s system (called meta5), from which it is descended, combines metaphor and metonymy more flexibly, and deals more flexibly with each individually.  Hobbs’s work also smoothly integrates metonymy and metaphor, though here the metonymic processing does not rely on a set of known metonymic patterns but rather on finding metonymic relationships ad hoc during discourse interpretation, in a way that is driven by the needs raised by trying to understand the particular discourse at hand.

So far our allusion to metaphor research within CL have been focussed on the more Lakovian accounts rather than the other main account, namely “blending” (Fauconnier and Turner 1998). Some AI researchers have explicitly addressed the question of how blending might be implemented, notably Veale and O’Donoghue (2000) and Pereira (in prep.), and the “pretence cocoons” in my own work on metaphor as described below can be seen as a type of blend space.

Insofar as accounts of metaphor in CL rest on collections of mappings and therefore on (generally) complex analogies between between source domains and target domains, there is a match with AI in that AI has a long history of research on analogy and analogy-based reasoning (ABR), as witnessed by the survey of Hall (1989). In particular, a main, and very applications-orientated, branch of analogy research in AI has been so-called case-based reasoning (CBR) (see, e.g., Kolodner 1993). (Caveat: many researchers see a distinction between ABR and CBR in that the former is commonly held to be “between-domain” and the latter being “within-domain.” However, I find this distinction suspect, an issue that will resurface in Section 5 in looking at the difference between metaphor and metonymy.) 

Most work on analogy has been conducted without reference to metaphor, because the work has largely been about problem solving rather than language understanding.  Nevertheless, we can make the following general observation. Analogy is considered by many in AI to be a central facet of human cognition and an important thing to include in intelligent artefacts. Thus, indirectly, AI can be said to be in the right frame of mind to approve of the CL notion that metaphor is fundamentally a matter of cognition and only secondarily of language. Certainly, the AI research into metaphor that has adopted a conceptual-metaphor basis appears to be entirely compatible with allowing that the knowledge structures and reasoning processes involved are part of general cognition, not set aside just for language processing.

By contrast, one can have less confidence that the CL notion that metonymy is fundamentally a cognitive as opposed to linguistic matter (e.g., Lakoff 1987) is taken on board in AI research. It depends on what metonymy being cognitive amounts to.  Certainly, in the metonymy treatment of Hobbs, for example, metonymic linkages pop out of general processing used during language understanding, where that general processing would also be available in other forms of reasoning (Hobbs views language understanding as a case of abductive reasoning). However, this is different from saying that metonymy has, say, an important role in the explicit structuring of concepts, as it can have in Idealized Cognitive Models in CL (Lakoff 1987). In Hobbs’ account, the inferencing that amounts to establishing metonymic links during language understanding would just be unremarkable inference steps when performed within general reasoning, so that it would in the latter case be artificial to label them as “metonymy.” Overall, it is fair to say that AI work to date has been focussed on metonymy as a matter of the reference of linguistic strings, albeit that the metonymic steps in such reference are based on deep cognitive connections that are not necessarily specialized for language.

3.  ATT-Meta, map-transcendence and pretence

With colleagues I have developed an approach and related computer program, called ATT-Meta
, for performing a type of reasoning that is arguably often necessary for metaphor interpretation.  The approach is described in, for instance, Barnden (1998, 2001a); Barnden, Glasbey, Lee and Wallington (2004); Barnden, Helmreich, Iverson and Stein (1994, 1996); Barnden and Lee (1999, 2001); Lee and Barnden (2001a). The implemented ATT-Meta program is only a reasoning system and does not take linguistic strings as input, but takes, rather, logical forms derived from sentences by initial processing.  For now the reader can take these logical forms to encode the literal meanings of the sentences, but we will refine this point below.

The metaphorical utterances of main interest in the ATT-Meta project are those that are conceptually related to known conceptual metaphors but that transcend them by involving source-domain elements not directly handled by the mappings in those metaphors.  In ATT-Meta parlance these utterances are map-transcending. For instance, to take a modified version of an example from Hobbs (1990), consider the sentence “[the computer program variable] N leaps from 1 to 100.” Suppose the understander only knows a physically-leap lexical sense for the verb “leap” but does not know a mapping for that sense into the target domain of variables and values, even though he/she/it does knows a mapping from, say, spatially-at to have-as-value. Thus, the sentence is map-transecending in using a physically-leap concept that is related to the mappable concept spatially-at but that is not itself mapped.  Similarly, to take an example from Martin (1990), if an understander knows a metaphorical mapping from physically-in to using-a-process but has no mapping for physically-enter, then the sentence “How do I enter [the computer program] Emacs? ” is map-transcending.

Clearly, map-transcendence is a fuzzy concept that is relative to particular understanders and to particular conceptual metaphors the understander knows, and to our intuitive perceptions as to what is conceptually related to what (e.g., physically-leaping to being-spatially-at). Nevertheless, it is a useful intuitive characterization of a phenomenon that lies along a broad sector of the spectrum between completely conventional metaphorical phraseology on the one hand and, on the other hand, entirely novel metaphor where no relevant mapping is known at all.

Map-transcendence is strongly related to the phenomenon of “unused” parts of the source domain as discussed in Lakoff and Johnson (1980). However, we prefer to avoid that term because it may wrongly suggest that the parts in question have never been used.  Far from it:  it is in principle possible even that a given understander has often met sentences of the form “variable leaps from value1 to value2” without happening to bother to develop a mapping from physically-leap to something in the target domain.

ATT-Meta is based on rules encapsulating known metaphorical correspondences, such as between physically-at and has-as-value, and on an integrated inferential framework which, in particular, allows arbitrarily rich source-domain reasoning to connect map-transcending sentence components to source-domain concepts that can be mapped by known mappings. In this respect, ATT-Meta’s approach is similar to one strand of Hobbs’s approach to metaphor. Both approaches can infer that a variable N has value 100 from any sentence couched in spatial terms that implies that N is physically-at 100, as long as the systems have the necessary knowledge about physical space to infer that N is physically-at 100 from the sentence.  The inference can be arbitrarily indirect and complex in principle. To make the point, a vivid example would be a sentence such as “N meandered along a circuitous route towards 100 but didn’t complete the journey until after M fell to 0.” This implies, among other things, that N (at some point) had value 100.

However, there is a fundamental difference of approach, as well as many technical differences of representation and reasoning, between ATT-Meta and Hobbs’s scheme. The fundamental difference is that ATT-Meta avoids placing internal propositions such as N is physically-at 100, which are not statements about reality, on a par with statements such as N has value 100, which are.  Hobbs’s approach does maintain them on a par:  there is nothing in his internal representation to say that the former proposition is merely a metaphorical pretence or fiction.

Instead, ATT-Meta creates a special computational “mental space” in which such propositions and inference arising from them are kept aside from propositions and reasoning about reality. We call this space a metaphorical pretence cocoon. Thus, the internal proposition N physically-leaps from 1 to 100 arising directly from the sentence “N leaps from 1 to 100” is placed in the cocoon, and an inference result that (say) N is spatially-at 100 afterwards, together with the inference chain itself, lies within the cocoon.  A metaphorical mapping rule that takes spatially-at to has-as-value can then give the result that, in reality, N has value 100 afterwards as one aspect of the meaning of the utterance.

By clearly marking some propositions as being pretences, the use of a cocoon ensures that the system is not misled by the propositions directly derived from metaphorical utterances, that is, propositions like N physically-leaps from 1 to 100. This isn’t perhaps a practical problem in this particular example, but notice that in the case of “McEnroe killed Connors,” which could be taken literally in principle, the understander needs to be clear that the directly-derived proposition McEnroe biologically-killed Connors is not a statement about reality.

But, in addition, we do not want to let the knowledge that McEnroe definitely did not biologically-kill Connors in reality to defeat the pretend information that McEnroe did biologically-kill Connors.  Thus, pretence cocoons prevent pretences from infecting reality but, equally, protect the integrity of pretences.

The use of cocoons has another benefit. Lee and Barnden (2001a) studied mixed metaphor of various types, and show how ATT-Meta deals with them. The main distinction studied was between serial mixing (commonly called chaining), where A is viewed as B and B is viewed as C, and parallel mixing, where A is used simultaneously as B and as C. (See also Wilks, Barnden and Wang 1991.) Serial mixing is viewed as having the B material in a cocoon directly embedded in the reality space, whereas the C material as in a cocoon embedded within the B cocoon. Thus, there is a pretence within a pretence. In parallel mixing, on the other hand, the B and C material is either combined in a single cocoon or is in two separate cocoons both directly embedded within the reality space. Thus, we have two pretences either side by side or blended with each other. There are unresolved issues about how to decide between these two possibilities, but in any case different dispositions of pretence cocoons allow important differences between types of mixing of metaphor to be reflected in the processing.

We have indicated that what is initially inserted in the pretence cocoon in the case of “N leaps from 1 to 100” is the proposition N physically-leaps from 1 to 100, and what is inserted in the case of “McEnroe killed Connors” is McEnroe biologically-killed Connors. This reflects a general assumption in the ATT-Meta approach that what is inserted in the cocoon is a “direct” meaning of the metaphorical sentence (or of some metaphorical sentence-component such as a clause). A direct meaning is a logical form derived compositionally from the “direct” senses of lexical units in sentences. A direct sense is just any sense listed for the lexical unit in the understander’s lexicon, so that it is directly accessible from the lexical unit.  In particular, we have been assuming that the verbs “leap” and “kill” have as direct senses the concepts of physically-leap and biologically-kill respectively.

Clearly, a given lexical unit could actually have more than one direct sense, and indeed some of the direct senses could be metaphorical or special in some other way.  We simply embrace such possibilities, saying that if, for instance, “leap” had something like change-value as a direct sense, then “N leaps from 1 to 100” could be understood without use of the inferential pretence mechanism outlined above (although in principle the mechanism could still be redundantly used alongside).

Equally, a direct sense may be figurative in some way but nevertheless still lead to the construction of a proposition in the pretence cocoon. For instance, suppose the word “star” has astronomical-star and prominent-movie-actor as its only direct senses in the understander’s lexicon, and that we regard the latter as a figurative sense.  Then one way of understanding “Mike is a star of the department” would proceed via the pretence mechanism, using the proposition that Mike is a prominent movie actor in the department in the cocoon.

Thus, in the ATT-Meta approach, the pretence mechanism is potentially useful whenever there is the potential for direct meanings of sentence to lead by within-pretence reasoning to within-pretence propositions that can be mapped by known mapping rules.  It is irrelevant whether the direct meaning is dubbed as “literal” or not.  We may or may not wish to regard physically-leap as a literal sense of “leap” and prominent-movie-actor as a literal sense of “star”, but such terminological decisions have no bearing in themselves on whether the pretence mechanism could be fruitful.

Another fundamental reason for not relying on a notion of literal meaning arises from serial mixing (A as B as C). In such a case, some of the phrasing in the utterance refers to the C domain, and this can cause material to arise in the B domain by C-to-B transfer. Therefore, B-to-A transfers may be working on non-literal material derived by transfer from C. For this reason alone, it is misguided to think of metaphorical mapping as necessarily a matter of transforming literal meanings. The consequences of this point have hardly been explored in metaphor research, whether within CL or elsewhere.

Insofar as direct meanings of sentences can often be regarded as literal meanings, ATT-Meta is in the class of systems that rely on constructing a literal meaning first (not necessarily from a whole sentence, but perhaps from a component such as a prepositional phrase or clause) –or at least before the final metaphorical meaning is constructed. Still, there is no reliance on rejecting that literal meaning before proceeding to metaphorical processing.

Before proceeding further in this description of ATT-Meta we also must explain that its reasoning is entirely query-directed. Query-directed reasoning–more usually called goal-directed reasoning–is a powerful technique much used in AI (see, e.g., Russell and Norvig 2002). In this form of reasoning, the process of reasoning starts with a query–an externally supplied or internally arising question as to whether something holds. Queries are compared to known propositions and/or used to generate further queries by some means. In a rule-based system as ATT-Meta, queries are compared to the result parts of rules, and then new queries arise from the condition parts. For example, in the case of a rule that says if someone is a student then he or she is presumably poor, a query as to whether John is poor would give rise to a subquery as to whether John is a student.

The system’s metaphor-based reasoning is thoroughly integrated into a general-purpose, query-directed, rule-based framework for uncertain reasoning using qualitative uncertainty measures. ATT-Meta’s reasoning both in source-domain terms and in target-domain terms is generally uncertain. Rules and propositions are annotated with qualitative certainty levels. There is a heuristic conflict-resolution mechanism that attempts to adjudicate between conflicting lines of reasoning, by considering their relative specificity.

Both ATT-Meta’s long-term knowledge of individual domains and its knowledge of conceptual metaphors is couched in terms of IF-THEN inference rules. For instance, one crucial rule about the domain of physical objects and space can be glossed in English as follows: 

IF a physical object is not physically accessible to a person to some degree D

THEN presumably the person cannot physically operate on the object to degree D. 

The “presumably” annotation makes this rule a default rule: even if the rule’s condition is established with complete certainty, the system only takes the result of the rule as a default (a working assumption). The rule also illustrates that ATT-Meta can handle gradedness with which states of affairs can hold. There is a small set of qualitative degrees going from “very low” up to “absolute.”

We are now ready to look in more detail at an example. Consider: 

In the far reaches of her mind, Anne believed that Kyle was having an affair.

This is slightly adapted from a real-discourse example (Gross 1994). We assume ATT-Meta is given knowledge of mappings that could be considered to be involved in the conceptual metaphors of MIND AS PHYSICAL SPACE and IDEAS AS PHYSICAL OBJECTS. We also assume, for the sake of example, that “far reaches” only has a spatial sense for the system and that the notion is not mapped to the mental domain by any conceptual metaphor known to the system. The most important mapping known to ATT-Meta is the following, and is part of ATT-Meta’s knowledge of IDEAS AS PHYSICAL OBJECTS: 

degree of (in)ability of an agent’s conscious self to operate physically on an idea that is a physical object, in the pretence cocoon, corresponds to degree of (in)ability of the agent to operate in a conscious mental way on the idea, in the reality space. 

A given metaphorical mapping link such as this is implicit in a set of transfer rules that we will not detail here.

In the example as we run it using the ATT-Meta system, the system is given an initial target-domain query (IQ) that is, roughly speaking, of the form To what exact degree is Anne able to consciously operate mentally on the idea that Kyle had an affair? In Barnden and Lee (2001) we justify this a reasonable query that could arise out of the surrounding context. The query is reverse-transferred from target terms to source terms via the above mapping to become a query of form To what degree is Anne’s conscious self able to operate physically on the idea?

ATT-Meta can then reason that that degree of physical operability is very low, using the source-domain information gleaned from the mention of “far reaches” in the utterance and from common-sense knowledge about physical spaces and objects. Once this very low degree is established in the source domain, it is forward-transferred via the mapping to give a very low degree of conscious mental operability as the answer to the initial query (IQ). The program’s reasoning for this example is treated in more detail in Barnden and Lee (2001). A variety of other examples are also treated in that report and Barnden (2001c), Barnden et al. (2002) and Lee and Barnden (2001b), and Barnden (2001b) discusses the theoretical application to some further examples.

We must note a largely unimplemented aspect of the ATT-Meta approach: “view-neutral mapping adjuncts” (VNMAs) (Barnden and Lee 2001; Barnden et al. 2003). With partial inspiration from Carbonell (1982)’s AI work on metaphor, we view certain aspects of source domain information such as attitudes, value judgments, beliefs, functions, rates, gradedness, uncertainty and event structure to carry over to the target domain. The transfer is by default only, so the results can be overridden by other information about the target. As examples of VNMAs, we have: 

•
We assume that the ordering of events and their qualitative rates and durations carry over by default, whatever the nature of the particular metaphorical mapping being used, thus avoiding the need for individual mapping rules to deal with them.  

•
If an agent A in the pretence has an attitude X (mental or emotional) to a proposition P, and A and if P correspond, respectively, to an agent B and a proposition Q in reality, then B has attitude X to Q. 

•
As for gradedness, if a property P in a pretence corresponds to a property Q in reality, then a degree of holding of P should map to the same degree of holding of Q.

We have produced an experimental implementation that handles rates and durations as VNMAs, but much work remains to be done on other VNMAs. In particular, gradedness is currently handled directly in individual rules–notice the degrees in the metaphorical correspondence used above. In place of this handling we would would like to have instead simpler mapping rules that do not mention degree, relying on a separate, general mechanism for the degree transfer.

4. E-drama and metaphor

I am also engaged in a related research project that draws upon the ATT-Meta research. I mention this project to show another case of how CL can not only affect theoretical research in AI but can also affect work that is immensely practical. The project is looking at the metaphorical expression of affect (emotion, value judgments, etc.) and at the automated detection of affect in utterances, in the context of an “e-drama” 
system that supports virtual dramatic improvisation by users (actors) sitting at computer terminals (Zhang, Barnden and Hendley 2005). The initial system on which the project is based was provided by one of our industrial partners, Hi8us Midlands Ltd.  Improvisations can be on any topic, but the system has in particular been used for improvisations concerning school bullying and embarrassing illnesses such as Crohn’s Disease. The actors improvise within a loose scenario, which for instance specifies that a particular character is a bully and another particular character is the bully victim.  However, actors are free to improvise creatively, and in fact do things such as starting to bully the bully; or someone who is meant to be a friend of the victim may turn against him/her.

The affect detection is mainly towards providing an automated assistant to the human director who monitors the unfolding improvisation. The director can intervene by sending advice messages to the actors or by introducing a bit-part character into the improvisation in order to stir things up. Since one reason for directorial intervention is that the affective quality of the improvisation could be improved upon (e.g., the emotions expressed are neither appropriate to the provided scenario nor indicative of a creative novel direction), an important ability of an automated assistant is to detect affect expressed in the characters’ speeches (which are entirely textual, and shown in text bubbles above the characters on the computer screens).

In fact, the affect detection mechanisms we have developed have not yet been used directly in an assistant, but instead in an automated actor program that can operate a bit-part character–with the intent that such a character be introduced on the discretion of the director, and thus indirectly help the director in his/her job. The actor program does not do full understanding of utterances of other characters (which would in any case be beyond the state of the art in AI), but does a certain amount of complex syntactic and semantic processing in order to try to detect some emotions, emotional emphases, and value judgments. As part of this, we are developing, though have not yet implemented, methods for limited sorts of metaphor analysis, and are also using the metaphor examples that freely arise in the e-dramatic improvisation genre as a fertile ground for testing our metaphor theories and suggesting new theoretically interesting examples and phenomena.

As mentioned above, the metaphorical description of emotional states (or behaviour) is common.  Two illustrations are “He nearly exploded” and “Joy ran through me.” Such examples describe emotional states directly (perhaps without naming them). We are concerned to have some basic handling at least of this phenomenon. Examples we have encountered in e-drama improvisations include the conventional metaphorical phraseology italicized in “It’s a struggle,” “It’s on my mind 24/7” and “Listen, don’t keep it in, if you need to talk I’m all ears.” (These linguistic strings are sanitized versions of the originals encountered, which include mobile-phone-style textese, spelling errors, etc.)

However, affect is also often conveyed more indirectly via metaphor, as in “His room is a cess-pit”:  affect (such as disgust) associated with a source item (cess-pit) gets carried over to the corresponding target item (the room). This is because of one of the view-neutral mapping adjuncts (VNMAs) mentioned in Section 3. Examples of this phenomenon that we have encountered in e-drama include “It’s a struggle” (again), “you buy [your clothes] at the rag market” and “Whatever, you piece of dirt.” Note that the “struggle” case was also included as a direct description of an emotional state above, in that some internal process is being likened structurally to a struggle.  However, this of itself doesn’t convey a negative value-judgment about that emotional state:  it is our negative value judgment of physical struggles that gives the effect that the described emotional state is negatively valued.

As in most discourse, metaphorical phraseology in our genre tends to be of conventional form, the extreme being stock fixed phrases such as “sit on the fence.” Such phrases can be stored in a lexicon and directly recognized.  Our intended approach to affective metaphor handling in the project is partly to look for stock phraseology and straightforward variants of it, and partly to use a simple version of the more open-ended, reasoning-based techniques taken from the ATT-Meta approach. As an example of stock phrase handling, insults in e-drama are often metaphorical, especially the case of animal insults (“you stupid cow,” “you dog”). We currently use simple pattern-matching rules in our implemented affect-detection to deal with some animal insults, but aim to have a more general (if still simplistic) treatment based on value judgments that people make of animals, in cases where an animal that is not covered by the rules is mentioned.

Interestingly for us, it is common for stock phraseology to be modified in a way that defeats a lexicon-based approach and raises the need for some knowledge-based reasoning. For example, a Google search found the following variant of the “on the fence” stock phrase: “It will put them on a shaky fence between protecting their copyrights and technology terrorists.” Such cases would benefit from the reasoning capabilities of ATT-Meta. Similarly, some e-drama transcript examples of metaphor have gone in an open-ended way beyond conventional wording even though based on familiar metaphorical conceptions–in other words have been “map-transcending” in the sense defined in Section 3. Such examples include: “I think the mirror breaks all the time you look in it,” “you’re looking in the mirror right now, but you probably can’t see yourself with all the cracks,” “do you even have any brains to think about that one! ” and “I’m trying very hard but there’s too much stuff blocking my head up.” 

One particular phenomenon of theoretical and practical interest is that physical size is often metaphorically used to emphasize evaluations, as in “you are a big bully”, “you’re a big idiot,” and “You’re just a little bully.” “Big bully” expresses strong disapproval [12] and “little bully” can express contempt, although “little” can also convey sympathy or be used as an endearment.  Such examples are not only important in practice but also theoretically challenging, especially as the physical size mentioned can in some cases be intended literally as well as metaphorically.

We have encountered surprisingly creative uses of metaphor in e-drama. For example, in the school-bullying scenario, Mayid is portrayed as having already insulted Lisa by calling her a “pizza” (short for “pizza-face”). This figurative insult was given a theoretically intriguing, creatively metaphorical elaboration in one improvisation, where Mayid said “I’ll knock your topping off, Lisa.”

5. Further remarks on ATT-Meta and CL

While ATT-Meta draws strongly on general notions concerning conceptual metaphor, there are a number of observations we need to make. First, the ATT-Meta approach makes no use of the notion of image schemata or the notion that conceptual metaphors arise from embodied experience (Lakoff 1987). The approach is not inconsistent with these notions, but it is agnostic as to their validity. In particular, we fully embrace metaphor where the source subject-matter is more abstract and presumably less “embodied” than the target subject-matter.

Next, it is worth noting that ATT-Meta’s mapping rules (the transfer rules) are more akin in their extent of general purpose-ness and fundamentality to the primary metaphorical mappings that Grady (1987) proposes than they are to the original types of conceptual metaphorical mapping, such as the mapping between lovers and travellers in the LOVE AS JOURNEY conceptual metaphor. For example, the mapping we used in the Anne/Kyle example Section 3 was one between PHYSICAL OPERATION (on ideas viewed as physical objects) and MENTAL OPERATION. PHYSICAL OPERATION and MENTAL OPERATION here are extremely general notions, and the mapping between them can underlie many different specific metaphorical views such as IDEAS AS ANIMATE BEINGS, MIND AS MACHINE and so forth.

Relatedly, in ATT-Meta there is no bundling of individual mappings together to form the larger complexes that conceptual metaphors are thought of as being.  For example, as well as the PHYSICAL-OPERATION/MENTAL-OPERATION mapping already discussed, in our work on mental metaphor we have incorporated mappings such as:  a mapping between an idea (viewed as a physical entity) being PHYSICALLY LOCATED in the mind and the agent MENTALLY ENTERTAINING the idea; and a mapping between PART OF A MIND BELIEVING something X and the WHOLE MIND HAVING A TENDENCY TO BELIEVE X. (This is used in sentences such as “Part of me thinks she’s wrong.”) In work on non-mental metaphor we have incorporated mappings such as one between POSSESSING a disease considered as a physical object and SUFFERING the disease. These mappings are not regarded as mere components of more complex metaphorical schemata such as, say, IDEAS AS PHYSICAL OBJECTS, in the case of the PHYSICAL-OPERATION/MENTAL-OPERATION mapping. We may use the term “IDEAS AS PHYSICAL OBJECTS” for convenience in discussion, but it does not correspond to anything real in our approach and system:  only individual mappings such as as the ones listed exist.  In addition, the mappings are freely combinable in the understanding of a given utterance. For instance, a sentence which both conceives of someone’s mind as a physical space and the ideas in it as physical objects can be addressed by using both the PHYSICAL-OPERATION/MENTAL-OPERATION mapping and the PHYSICALLY-LOCATED/MENTALLY-ENTERTAINING mapping. There is no need to postulate the existence (as an identifiable entity in the system) of a conceptual metaphor that bundles these two mappings together.  This is convenient, because not all metaphor that involves the view of MIND AS A PHYSICAL SPACE also involves the view of IDEAS AS PHYSICAL OBJECTS, and not all metaphor that involves the view of IDEAS AS PHYSICAL OBJECTS also involves the view of MIND AS PHYSICAL SPACE. At the same time, the combinabiity does allow the very common cases when these two views are indeed combined to be dealt with readily.

Our Grady-like deconstruction of original-style conceptual metaphors into more basic and general mappings is accompanied by the postulation of the general mapping principles that we have dubbed “view-neutral mapping adjuncts” (see Section 3). These are powerful tools in the deconstruction, as they make redundant many of the component mappings that tend to be postulated in conceptual metaphor theory.  For instance, in using the view of LOVE AS A JOURNEY, the VNMA that maps DIFFICULTY between the source and the target gives the effect that a physical obstacle to the journey causes difficulty for the progress of the love relationship, because it causes difficulty for the physical journey. There is no need to have a specific mapping between journey difficulties and relationship difficulties, cf.  the correspondence between difficulties in a love relationship and impediments to travel in Lakoff (1993:  207).

The importance of this factoring out of many aspects of conceptual metaphors into VNMAs is magnified when one realizes that discussions in the literature on conceptual metaphor often tend to leave some assumed mapping abilities purely tacit, without any specific explanation. For example, in the discussion of “We’re driving in the fast lane on the freeway of love” in Lakoff (1993), it is a said that the excitement the imaginary travellers experience in travelling fast transfers to the target to become excitement of the lovers. But no mapping is provided that relates emotions on the source side to emotions on the target side–there is simply a tacit assumption that the emotion transfers. By postulating explicit VNMAs we are attempting to bring such tacit assumptions out into the open and make them into theoretically interesting aspects of metaphor in their own right. This move also has the benefit of raising the need to explicitly consider exceptions to VNMAs, e.g.  exceptions to the general rule that emotions of source agents map over to emotions of corresponding target agents.

In conceptual metaphor theory, metaphor is generally viewed as mapping between two “domains.” In contrast, the ATT-Meta approach does not rely on domain distinctions, even theoretically, let alone enshrine them in some way in the implemented system. Although in this article we generally adopt the common practice of saying that metaphor transfers information from a source domain to a target domain, this purely for purposes of intuitive exposition, and the ATT-Meta approach has a different technical stance: metaphor is a matter of transferring from a pretence to reality (or to a surrounding pretence, in the case of serial mixing). Notice that in the mapping rules as described in Section 3, reference is made to pretence and reality, not to domains. It does not matter what domains the information used in the pretence comes from, and this means that it does not matter how we may intuitively circumscribe the source and target domains in the metaphor. In particular, it does not matter how close, difficult to distinguish, or overlapping those domains are. In practice, it will often be the case that we can theoretically identify a source domain in which the direct meaning of the sentence lies, and that inferences from this meaning also lie within that domain. However, this has no bearing on the course of processing, and the reasoning within the pretence is not limited by any consideration of domains.

Some other authors, in CL and elsewhere, have questioned the usefulness of the domain notion or the degree of distinctness that is required between the two domains in a metaphor. See, e.g., Cameron (1999), Kittay (1989) and several chapters in Dirven and Pörings (2002). I have found in working on the ATT-Meta approach that the detail and clarity required for well-founded computational implementation to be a major factor in coming to doubt the usefulness of the concept of “domain,” or related concepts such as idealized cognitive models, as a source of constraints in characterizing metaphor (and metonymy) or as a real aspect of metaphorical processing. In trying to make decisions about what domains particular pieces of knowledge should be assigned to, in a way that respects the idea that metaphor maps between different domains, I came to realize what a hopeless and arbitrary task it was.

The nature of some of the other AI approaches to metaphor mentioned above also throws doubt on the usefulness of the notion of domains. For instance, although Hobbs does believe that metaphor is a matter of mapping between qualitatively disparate domains, this stance has no operational effect in his approach.  In Narayanan’s work, domains do play an operational role, but he does not note the difficulties arising from a major degree of overlap between the domains that he presents as if they were entirely separate (for more discussion, see Barnden, in press, a).

It is certainly quite common for the two sides of a metaphor to involve qualitatively very different subject matters. But, equally, the two sides of a metaphor can be arbitrarily close in their qualitative nature. Metaphors such as “Jules Verne is the H.G. Wells of France” have source and target domains that are broadly similar in subject matter.  For an example with even less qualitative distance between the two sides, one’s neighbour’s teenage children can act as a metaphor for one’s own: if one has a daughter Jenny and the neighbours have a son Jonathan who behaves similarly to Jenny, then one could say “Jenny is our family’s Jonathan.” Of course, it is open to someone to say that the Jenny family is qualitatively different from the Jonathan family, and that they are therefore different domains, but this is post-hoc rationalization with no operational significance.

Despite the closeness between target and source in the Jenny/Jonathan example, the metaphorical utterance appears quite apt to the present author. If this impression is shared with other language users, it may appear to conflict with the the evidence adduced by Tourangeau and Sternberg (1982) that, within limits, the greater the conceptual distance between source and target the more apt the metaphor. However, note that the linguistic form of the metaphorical utterance and the presence of context are important factors. The simple equation “Jenny is Jonathan” without much context might well not be judged as apt.

It is quite possible to maintain a fiction that domains are useful in characterizing metaphor or analysing metaphorical processing as long as one only deals schematically with some isolated examples, and does not try to come up with a unified and processually detailed approach to metaphor that can work on a wide variety of metaphors on the basis of the same overall knowledge base. This is not to say qualitative differences between the two sides of a metaphor are not interesting: the amount of difference can potentially affect aptness, vividness, persuasiveness, perceived indirectness or politeness, etc.

Finally, the virtual abandonment of domains as a genuine operational or explanatory construct in metaphor leads to heightened difficulty in distinguishing metaphor from metonymy, given some tendency in CL to view metaphor as operating between domains and metonymy within domains. In recent work (Barnden 2005) I have begun to develop a view of metaphor and metonymy as merely being vague notions that serve only a heuristic role in thinking about language, that the real phenomena lie at a more detailed level of description, and that the differences between what is commonly classed as metaphor and what is commonly classed as metonymy is a matter of differences on a sizable set of dimensions (which form the more detailed level of description). It is these dimensions that have reality, not metaphor and metonymy in themselves. The dimensions include such matters as the degree of conceptual distance between the source and target items in a metaphor or metonymy, the degrees to which similarity and contiguity are involved, and the degree to which the connection(s) between source item(s) and target items(s) are themselves part of the message conveyed. In the imaginary N-dimensional space spanned by these and other dimensions, metaphor and metonymy form fuzzy clouds that have no firm borders and that potentially overlap, and when attention is confined to only one dimension it can be very hard to draw any firm distinction between metaphor and metonymy; so the multi-dimensionality is important in itself in distinguishing between metaphor and metonymy.

The developing analysis is in much the same spirit as the proposals of CL authors such as Radden (2002) who put metaphor and metonymy at different points on a linear spectrum of phenomena, except that we have taken the idea further and replaced an individual spectrum by a multitude of spectra (the mentioned dimensions), and made each individual spectrum less clearcut in terms of the placing of metaphor and metonymy along it. The developing account is also analogous to the analysis by Peirsman and Geraerts (in press) of metonymy into various dimensions concerned with the type and degree of source-target contiguity involved. Their analysis appears compatible to ours, in that our single contiguity dimension could be replaced by the multiple contiguity-related dimensions that they propose.

6. Conclusion

We have seen that one important vein in AI research on metaphor is to use ideas drawn from or similar to the notion of conceptual metaphor in CL. This vein is mined by, for example, Hobbs, Martin, Narayanan and me. However, another important vein has been to seek to account for (some) metaphor understanding from scratch without any prior knowledge of particular mappings (e.g., Fass, Hobbs, Veale). Equally, in AI research on metonymy, use has been made both of knowledge of common metonymic patterns (Fass, Markert), and of the approach of finding metonymic linkages from scratch in analysing a sentence (Hobbs).

AI can contribute to CL by attempting to construct computationally detailed models of structures and process drawn from or similar to those proposed more abstractly in CL. The computational model construction can confirm the viability of a proposal but can also reveal new problems and issues, or put existing ones into sharper relief. A case in point is the problem of the nature of domains and their involvement in conceptions of the nature of metaphor and metonymy.
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�Metaphor/metonymy minor in AI


�Anaphor/word sense supercedes metaphor


�Attempting to bring metaphor into AI interface with humans, as this is the embodiment of human emotion/expression


�Opposition to metaphor use in AI


�Lakoff


�Metaphor mapping


�Comparable to interstitial literature?


�ATT-Meta/metaphor interpretation system (only a reasoning system)


�E-drama; using automated bit-part characters in plays





